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AnHoOTanms. lccienoBanue MOCBSIIEHO aHAIN3Y M CPABHEHUIO PA3JIMYHBIX ITOIXOJ0B, IPUMEHSIEMBIX IIPU IPOTHO-
3UPOBAHUH JHEPronoTpedieHus. JlaHa XapakTepHCTHKa ONTOBOTO PHIHKA DJIEKTPOSHEPTHH M MOIIHOCTH, IpoIecca
ToproBmu. IIpuBeneHsl MperMyIecTBa ONTOBOM TOPTOBIM M IOKymartened W mpopaaBnoB. OOOCHOBaHA aKTyallb-
HOCTb IIPOTHO3UPOBAHUS PHEPTONOTPEOIeHHs IIPU TaKOM BHe Toprosiu. IlocraBieHa 3aada UCCIIEIOBAaHUS B BHIE
MOBBIILIEHUS] TOYHOCTH IPOTHO3UPOBAHUS B KOHTEKCTE SHEPrONOTPeOIeHNsI Ha OCHOBE Pa3pabOTKH U CPABHUTEIBHOTO
aHanu3a Mojieel, OCHOBAaHHBIX Ha MOJX0AAaX OT KJIACCHYECKHUX CTaTHCTUYECKHX MOJETeH 10 COBPEMEHHBIX adTrOpUT-
MOB MAIIMHHOTO M TIIyOokoro oOyueHus. ['700anpHO paccMOTpeHbl TpHM MOAXOAA: CTATUCTUYECKHE MOMAENIU
(SARIMA), metoasr mammuuaHOrO (RF, XGBoost, SVM, k-NN, DT, AD) u riay6okoro (LSTM, GRU, CNN, ResNet,
Transformer) oOyuenusi. PaccMOTpeH CTEKHHI MoJeliell, MO3BONISIONINI 00bEANHATh PE3YNIbTaThl PA3IUYHbIX aIro-
PHUTMOB JUIs TIOBBIIIEHHUS TOYHOCTH TPOorHo3a. McenenoBaHo BIMSIHIE KOMOMHUPOBAHUS PA3INIHBIX MOJENCH Ha UTO-
TOBBII pe3ynbTaT. B kauecTBe Habopa JAHHBIX MCIIOJIB30BAICH OTKPHITHIE JJAHHBIE IOYACOBOTO SHEPrONOTPEOICHUSL.
YucneHHble pe3ysibTaThl OLEHUBAIUCH ¢ ucnoib3oBanueM mMetpuk MSE, RMSE, MAE u MAPE. Ilo uroram Tectu-
POBaHUS OIIpEeNIeHbl JOCTONHCTBA ¥ HEOCTATKH METOZI0B KaXK/JJ0T0 M3 OAXO/0B, IPOBEICH CPAaBHUTEIILHBII aHAIN3
aJITOPUTMOB, JaHBl PEKOMEHJALNH K YTydIIEHUIO pa3paboTaHHBIX MeToJ0B. IlokazaHo, 4TO KOMOMHHMPOBAaHHAS MO-
nens LSTM-GRU nocturaer Haminy4inero 3HaueHHs TOYHOCTH IMPOTHO3MPOBAHUS ¢ MUHMMalbHOU omunbkoit MAPE
1,86 %. IIpu 3TOoM ynmanoch moBBICHTH ToYHOCTH Mojenu Transformer ¢ 2,8 1o 2,25 %, 4TO B MEPCHEKTHBE MOXKET
03Ha4aTb BO3MOXHOCTb JAJIbHEHILEr0 COBEPIIEHCTBOBAHUSA MOJENEH TaHHON apXuTeKTyphl. IlomyyeHHsle pesynabTa-
THI MOATBEPXKIAIOT IIEIECO0OPa3HOCTh NMPUMEHEHHS THOPUIHBIX HEHPOCETEBBIX apXHUTEKTYp IPH KPAaTKOCPOUHOM
MIPOTHO3MPOBAHUH SHEPTONOTPEOICHNUS B DJIEKTPOIHEPTeTHUCCKUX CHCTEMaX.

KiroueBble ci10Ba: MallMHHOE 00YYeHHE, IPOTHO3UPOBAHUE 3ICKTPONIOTPEOIICHUS, ITyO0KOe 00yUeHHE, BpEMEHHBIC
psnbl, cratuctuyeckue monenu, LSTM
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Abstract. This paper examines the relevance of energy consumption forecasting and provides an analysis and compar-
ison of different approaches used in this field. It describes the structure of the wholesale electricity and capacity mar-
ket and the trading process, highlighting the advantages of wholesale trading for both buyers and sellers and explain-
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ing why accurate energy consumption forecasting is important under these market conditions. The research aim is de-
fined as improving forecasting accuracy by developing and comparing models based on approaches ranging from
classical statistical methods to modern machine learning and deep learning algorithms. Three main groups of methods
are considered: statistical models (SARIMA); machine learning techniques (RF, XGBoost, SVM, k-NN, DT, AD);
and deep learning models (LSTM, GRU, CNN, ResNet, Transformer). The paper also discusses model stacking,
which allows combining outputs of different algorithms to increase forecast accuracy, and analyzes how combining
multiple models affects the final results. Open hourly energy consumption data were used as the dataset, and numeri-
cal results were evaluated with MSE, RMSE, MAE, and MAPE metrics. The testing results highlight the strengths and
weaknesses of methods from each group, provide a comparative analysis of the algorithms, and offer recommenda-
tions for improving the developed models. It is shown that the combined LSTM-GRU model achieves the best fore-
casting accuracy with a minimum MAPE of 1.86%. In addition, the performance of the Transformer model was im-
proved from 2.8% to 2.25%, indicating the potential for further development of models within this architecture. The
results confirm the effectiveness of hybrid neural network architectures for short-term energy consumption forecasting
in power systems.

Keywords: machine learning, electricity consumption forecasting, deep learning, time series, statistical models,
LSTM
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Beenenne

CoBpeMEHHOE pa3BHTHE 3JIEKTPOdHEpreTHku Poc-
cuiickoii denepalyin XxapakTepu3yeTcs pOCTOM 00bEMOB
MOTPEOICHHST U YCIOKHEHUEM CTPYKTYPBl SHEPrOpBIH-
KoB. Ha onToBOM pBIHKE 3JI€KTPOIHEPIMU U MOIIHOCTH
(OPOM), dyukumonupyromem ¢ 2006 ., B3auMojei-
CTBYIOT T'€HEpHUPYIOIHE, CETeBble U COBITOBBIE KOMIIa-
HHH, JESTEINFHOCTh KOTOPBIX perfameHtupyercs deme-
pasbHBIM 3aKOHOM Ne 35-D3 «O0 37IeKTPOIHEPTETHKEY.

OnTOBBI PBIHOK JJIEKTPOIHEPTHH W MOIIHOCTH
TIPEICTaBIsET CO00N (MHAHCOBBI MHCTPYMEHT KYILTH
U TIPOJaXu 3ekTpodHeprun B Poccun. /s mokynare-
JIed yJ4acThe B 3TOM DPBIHKE JaeT BO3MOXKHOCTBH IIepe-
CTaTh IUIATUTH COBITOBYIO HAJ0ABKY rapaHTUPYIOMIEMY
MOCTABIIMKY, 338 CYCT 3TOrO CHMKAIOTCS 3aTpaThl Ha
AIIEKTPOIHEPIHI0. DKOHOMUSI MPOUCXOAUT Ha KaxIOM
KBT-4 nmoTpebieHHO# 37eKTpOIHEprul BHE 3aBUCHMO-
ctu oT 00beMoB. Beiroma OPOM miis mpoaaBua cocTo-
UT B TOM, YTO Ha ONTOBOM PBIHKE SJIEKTPOIHEPTUH
CIIPOC CO CTOPOHBI MOKyMaTesnel HednmactudeH. U3me-
HEHHWE IIeHBI clabo BIHMAET Ha OOBEM IMOTPEOICHHS,
MPEATIPUATHA HE MOTYT MIHOBEHHO COKPATUTbH ITOTPEO-
JICHWEe W3-32 HEOOXOIOMMOCTH B HETPEKPamIaromeMcs
MIOTOKE SHEPTHH [T TTOATEPKaHus pabOTHI.

Croumocts KBT-4 mepebopa/uenobopa ot mnopas-
HOW BEJIMYMHBI PACCUUTHIBACTCA MO Tapudy OaraHcu-
pyIoIero pelHKa. B mociennee Bpemst uaeT poct 4uc-
Jla JHEPrOEMKHX IMOTPEOUTENCH, TaKuX KakK IICHTPHI
00pabOTKK aHHBIX, NPEANPHUITUS C KPYIIIOCYTOYHEI-
MU LOUKIaMH PAaOOTHI U KPYIHBIC TOPOJCKUE arjioMe-
pauuu. [Ipu 3Tom B Poccuiickoit denepannu, ¢ 0aHON
CTOPOHBI, IIEHBI Ha OallaHCHPYIOIIEM pPBIHKE, KaK Ipa-
BHJIO, OTJIMYAIOTCS OT IIEH B PBIHKE «HA CYTKH BIIEpEI»
Ha 10-30 % B CTOpOHY yBETHUYEHU, U3-32 YETO BO3-
pactaeT  BaXHOCTh  KPaTKOCPOYHOTO/CpenHecpod-
HOTO TPOTHO3MPOBAHUS HEOOXOIMMOI 3IEKTpPOdHEp-
MM Ha «PBIHKE HA CYTKH BIepen» U (popMUpOBaHHS
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1aHa Juist HeprocosrroBoro npeanpusatus [1]. C apy-
TOH CTOPOHBI, 00BEM pBHIHKA IAHHBIX B MHPE PACTET
B cpeaneM Ha 20 % B roj, pbIHOK LIEHTPOB 00pabOTKH
JIAaHHBIX B 3aBUCHUMOCTHU OT peruoHa — Ha 10-20 %,
uHorzaa Ha 30 % B rox. 3a 2018-2022 rr. peIHOK IIEH-
TpoB 00paboTku naHHBIX B Poccum BeIpoc Oosiee uem
B 2,5 pasza, no 87,4 mapa py0. [2]. Hemocrarounas
MOIITHOCTh, Tepebon C TOCTaBKaMHU 3JEKTPOIHEp-
rur [3], OTCYTCTBHE THMTaHUS B KHJIBIX KBapTajgax
U TPEANIPUATHAX MOTYT CYIIECTBEHHO YXYIIINTh MHBE-
CTHITMOHHBIA KJIMMaT PETHOHA, OTHYTHYB MOTEHIINAIB-
HBIX KPYNHBIX TIOTpeOWTENell W HaJOTrOIUIaTeNbIIN-
koB [4]. TloaTomMy akTyaJdpbHOW CTaHOBHTCS 3a7ada
HE TOJBKO MPOTHO3MPOBAHUS MOTPEOJICHHS DIICKTPO-
SHEPIHH, HO W MOBBIIICHUS] TOYHOCTH MPOTHO3a, KOTO-
pasi HEMOCPEJICTBCHHO OKAa3bIBACT BIMSHHUC Ha CTa-
OMIBHOCTH PabOTHI IHEPrOCHCTEMBI. 3a/1a4a HCCIIEI0-
BaHUs 3aKJIFOYACTCS B MOBBIIICHUU TOYHOCTHU MPOTHO-
3UpPOBAaHUS B KOHTEKCTE YHEPronoTpeOIeHnss Ha OCHO-
BE CPAaBHHUTEIHHOTO aHAIN3a MOJEINeH, OCHOBAHHBIX Ha
MOJXO0/IaX OT KJIACCHYECKHMX CTATHCTHYCCKUX MOJEICH
JI0 COBPEMEHHBIX aJITOPUTMOB MAalIMHHOTO U TIIyOOKO-
T0 O0y4CHHS.

Kuaccudukanusi moaxoaoB K MPOrHO3MpoOBa-
HHIO JHEPTONOTPedIeHNs I MeTPUKH ONEHKH TOY-
HOCTH NMPOTHO3MPOBAHUS MoJeei

JaHHple 00 SHEPromoTpeOICHUM SBIIIOTCS BpE-
MCHHBIMH PSJIAMU W MOTYT OBITH CIIPOTHO3HPOBAHKI HA
OCHOBE TEX JX€ TOAX0A0B. HeoOXoauMo YYWTHIBATS,
YTO JHEPromnoTpeOlIeHNe XapaKTEePH3YeTCs CIIOKHBIMU
Y HEJIMHEWHBIMU 3aBUCUMOCTSIMH, BHIPAXKEHHON CE30H-
HOCTBIO, HECTAI[HOHAPHOCTHIO U BHEITHUMHU (pakTOpaMu
(MeTeoycIioBHSI, SKOHOMUKA, MaHaeMun). [l penreHus
3a/1a4d TIPOTHO3WPOBAHUS BPEMEHHBIX PSIIOB BBIIEIIS-
FOT 3 ri00anbHBIX ITOAX0a: CTATUCTHYECKHE MOIEIH,
MaIMHHOE 00y4eHue, Tirybokoe oOydenue (puc. 1).
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Puc. 1. Kiaccudukanus MEeTo10B IPOrHO3UPOBAHUS SHEPrONOTPEOICHHS

Fig. 1. Classification of energy consumption forecasting methods

TpaauUUOHHBIE cmamucmuyecKue mMemoovl TPO-
raosupoBanus (ARIMA, SARIMA, skcrnoHeHIHAIb-
HOE CriaXuBaHHE, cM. puc. 1, I) mioxo crpaBisroTcs
C HENWHEWHBIMH 3aBUCHMOCTSIMH, CE30HHOCTBHIO H BIIU-
SIHHEM BHEITHUX ()aKTOpPOB (MOTOAHBIX, 3KOHOMHUYE-
CKHX W COIMATILHBIX) [5].

Cpemu cratuctuieckux wmogneneii SARIMA (cwm.
puc. 1, 1) moxa3pIBaeT JydIIie pe3yabTaThl B KOHTEKCTE
MIPOTHO3UPOBAHUS JHEPromOTPeONICHUS H3-3a  ydeTa
cleAyromux (pakTopoB: y4eT CE30HHOCTH, KOMOUHAITUS
CTallMOHAPHOCTH W ajgantuBHOCTU [6]. SARIMA sBHO
MOJICTIPYET CE30HHBIC MATTEPHBI (HAmpUMEp, CyTO4-
HBIC TIMKU Harpy3KH I TOJOBBIC IMKJIBI) Yepe3 mapa-
metpsl P, D, O, s, rae P — NOpsSAOK CE30HHOM aBTope-
rpeccur, D — CTENeHb Ce30HHOTO NU(GepeHIINPOBAHUS,
O — OPSIOK CE30HHOTO CKOJIB3SIIETO CPETHErO, § — TIe-
pHOA Ce30HHOCTH (Hampumep, 12 mis MecsSdHBIX JaH-
HBIX). O10 oTiI4aeT ee oT ARIMA, koTopast irHOpUpyeT
CE30HHOCTh. B mcciienoBannu [7] MporHO3MPOBAHHUS BbI-
paboTku BeTpsHBIX AekTpocTanimii SARIMA mpeB3o-
uuia ARIMA u apyrve MeTobl UMEHHO 3a CUET ONTUMHU-
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3alUK CE30HHBIX MapaMeTPOB.

K memooam mawunnozo o6yuenus (cm. puc. 1, II),
KOTOpBIC Yallle BCETO MPUMEHSIOTCS IS PELICHUs 3a-
JAY¥ TPOTHO3MPOBAHMS BPEMEHHBIX PSIOB, OTHOCATCS
MeTox ciydaifHoro seca Random Forest (RF), meron
rpaguerTHoro Oyctuara (XGBoost), nepeBo pemiennit
Decision Tree (DT), obnapyxerne anomanuit Anomaly
Detection (AD), wmeron k-Ommkaiimux cocemeit
k-Nearest Neighbors (k-NN), MeTo; OlTOpHBIX BEKTOPOB
Support Vector Machines (SVM), kOMOMHHPOBaHHKIC
mogenu (crekuHr) [8]. B [9] ObuI0 BBISIBICHO, YTO Cpe-
T TICPCUUCIICHHBIX MOJICNICH HAMIYYIIHNE PE3yIbTaThl
MPU KPAaTKOCPOYHOM IMPOTHO3UPOBAHUH IOKA3ATH MO-
nein RF (em. puc. 1, 2) u XGBoost (cm. puc. 1, 3), mo-
3TOMY B JaHHOW paboTe OBIIO PEIIeHO OTACIHHO pas-
paboTaTh M IPOTECTUPOBATH ATH MOJEINH, a OCTAIBHBIE
00BeIMHUTE B CTEKUHT (cM. puc. 1, 4) ¢ mobaBIeHHEM
XGBoost.

Memoowr enyboxoco obyuenus (cm. puc. 1, III)
Pa3ICNSAIOTCS HAa CICIYIONINE KATCTOPUH: PEKKYPCHT-
Hele HeWponnble cetw (Recurrent neural network,
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RNN), cBeprounsle Heiiponnbie cetu (Convolutional
neural network, CNN) u tpancdopmepsl (Transformer).

Pexyppenmmuuie netiponnvie cemu BKIIOYAIOT B Ce-
Os CeTH C IIUTENIbHON KpaTKOCPOYHOH IaMSAThIO
(Long Short-Term Memory, LSTM), pexyppeHTHBIH
6nok c¢ ynpasinenuem (Gated Recurrent Unit, GRU) —
JIB€ Pa3sHOBUAHOCTU PEKYPPEHTHON HEHpOHHOU ceTu
(RNN), paspaboraHHble cIelMaIbHO Ui OOpHOBI
¢ mpobeMaMH 3aTyXaHHs M B3pbIBa I'paJlieHTa.

Cerp LSTM mnpennasnauena Juisi oOyueHHs: U 3a-
NIOMUHAHHS NAaTTEPHOB HA JJIMHHBIX IOCIIEI0BATEIb-
HOCTSIX JaHHbIX. B oTnmume oT cranmapTHeix RNN,
KOTOpPBIE HE CHPABIIOTCS C JONTOCPOYHBIMH 3aBHCH-
MOCTSIMH H3-3a MPOOJIEMBI MCYE3aONIero TPaaucHTa,
LSTM wucnons3yloT YHUKaJIbHBIH MEXaHHW3M OJIOKH-
POBKH IUIi DETYJIMPOBaHUS TOTOKa WH(OPMALUH.
Kitouom k Bo3MoOkHOCTSIM LSTM siBiisieTcst ee BHYT-
PEHHSISL CTPYKTYpa, KOTopast BKJIIOYaeT B Ce0s «COCTO-
SHUE SYEHKW» M HECKOJIbKO «BopoT». CocTosiHue
s;lUEHKH NEHCTBYET KaK KOHBEWEpHas JIEHTa, MepPeHO-
csillasi COOTBETCTBYIOIIYIO HMH(OpPMALMIO 4Yepe3 I10-
clleloBaTeNIbHOCTE. Bopora — BXop, «3a0ObIBaHHE»
U BBIXOJ — IPEACTAaBISIOT COOOI HEMpOHHBIE CETH,
KOTOpBIE YIPABJIAIOT TeM, Kakas WHpopMalus 1o0aB-
JSeTCA, yNANSeTCs] WIN CUNUTBHIBACTCA W3 COCTOSHUS
siaelikn. BopoTta «3a0biBaHUs» pelaroT, Kakas WH-
dopmarss W3 TPEOBIAYIIETO COCTOSHHUS —SYCHKH
JIoJDKHA OBITH OTOpoIeHa. BXoaHble BOopoTa omnpeje-
JISIOT, Kakas HOBas WH(pOpMAIMA W3 TEKYIIEro BXoaa
JIOJDKHA OBITH COXpaHEHa B COCTOSHMHU SYCHKH. BbI-
XOJIHBIC BOpOTa YIPABJIAIOT TeM, Kakas MH(OpMaIus
U3 COCTOSIHMS STYEHKH HCIHOJb3YEeTCsl ISl TeHEepaluu
BBIXOIHOTO CUTHajIa JUIs TEKYIIEero BpEMEHHOT'o I1ara.
Takas crpykrypa siueek LSTM mno3Bomser mopenu
3allOMHHATh Ba)KHYI0 MH(QOPMAIMIO HA NPOTSHKECHUH
MHOTHX IIIar0B BO BPEMEHH, YTO TIOMOTAeT JIydIlle I10-
HUMATh IIOCTICIOBATENbHBIC JaHHBIC, HAIIPUMED TEKCT
WA BpEeMEHHBIE PSIBI.

Cerp GRU, B CymHOCTH, NpEACTaBIsSET COOOM
ynpomenayio LSTM. GRU ob6weaunsier BopoTa «3a-
OBIBaHMA» U BXOJHBIE BOPOTA B OJHU BOPOTa «OOHOB-
JICHUS1» U OOBEIUHSACT COCTOSIHUE SIMCHKH M CKPBITOE
cocrostnue. Jto pnenaer cetn GRU asddextruBHEE
C BBIYHMCIIUTEIBHOW TOUYKH 3pCHHUs U ObICTpee B 00yue-
HHHM, XOTSI B HEKOTOPBIX 3aJlauax OHU MOTYT YCTynaTh
LSTM. B [10] paccmaTpuBaeTcsi THOpHIHAsS MOAEIb
LSTM-GRU, xoropas HCHONB3yeT MNPEUMYILECTBA
00enx apXHTeKTyp, oOBeANHSSA UX BO3MOXHOCTH. OJ-
HaKO BO3MOXKHO JalTbHEWIIee COBEPIICHCTBOBAHHE
apxutekTypbl LSTM-GRU uMeHHO ISl TTOBBIMICHUS
TOYHOCTH MPOTHO3a (cM. puc. 1, 5).

Ceepmounas wuetponnas cemv >GGHEKTUBHA IS
00paboOTKH TAHHBIX C TOIIOJIOTHEH, IOX0KEH Ha CETKY.
CNN aBTOMaTHYeCKH M aJalTHBHO YYHUTCS BBIJICISATH
nepapxuy NMpU3HAKOB U3 BXOIHBIX JaHHBIX. B oTimmuune
OT OOBIUHBIX HeHpoceTel, Iie KaKAbli HEHpOH co-
€IMHEH CO BCEMU HEWpOHaMM CIEYIOUIEro Clos,
B CNN wucnons3yercsa onepanus cBepTku. braronaps
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STOMY CeThb pACIO3HAeT XapaKTEPHBIC JIIEMEHTHI
B JIOKQJIHBIX YYaCTKaX, COXPaHss MPOCTPAHCTBEHHBIC
CBSI3U MEKIY MUKCEIISIMH.

CBepTouHasi CeTh C JUIMTENBHOM KpPaTKOCPOUHOMN
namsTeio CNN-LSTM (cm. puc. 1, 6) obbenuHsieT nBa
pasHbIX cnocoba 00paboTku paHHBIX. CBepTOYHBIC
CJIOW CHayaja BBLICISIOT JIOKAIbHbIE U3MEHEHHS B psi-
Iy. DTO pe3KHe BCIUIECKH, HeOONbIINe KOiIeOaHus, 1o-
BTOpSsitonuecs (JOpMbI, KOTOpBIE BCTPEYAlOTCS B HOYa-
coBbIX JaHHBIX. [Tocne storo LSTM ynaBnuBaer camy
JOTUKY TmocienoBarensHocTH. OHa  yYHMTHIBAET, YTO
MOTpeOIeHNE YacTO 3aBUCUT OT MPEIBIIYIIIX YacOB, OT
BpEMEHHU CYTOK M OT HAKOIUICHHBIX M3MEHEeHUH. B pe-
3y/IbTaTe MOJENH HE MPOCTO PEearupyeT Ha OTHCIBHBIC
MIUKH, a TOHAMAEeT, KaK OHU CBS3aHBI IPYT C APYTOM.

Ocratouynas HeliponHas ceThb (ResNet) — 3To Tum
CBEpTOYHOM HEHUPOHHOW CETH, KOTOpas peliaer IMpo-
OneMy 3aTyxalolIMX TpaaveHToOB Onaromaps «ocTa-
TOYHBIM OJIOKaM» C IPOIYCKAaeMBbIMU COEIMHEHUSIMH.
Crpykrypa ResNet momo6Ha aHcamOIro, Tie BXOIHOM
CUTHaJ 00pabaThIBaeTCs 10 MHOXKECTBY aJIbTEPHATHB-
HBIX ITyTEH, YHCII0O KOTOPBIX PacTeT ¢ MIyOHHOH ceTH,
yro gemaer ResNet addektuBHOI m1s mocTtpoeHust
odeHb Ty0okux Mozenei [11].

T'mbpunnas cBeprounas cetb (ResNet-LSTM) (cwm.
puc. 1, 7) oObenuHsACT IBa YpPOBHS OOpaOOTKH JaH-
HBIX. OcTaTOYHBIE CBEPTOYHBIE OJIOKH BBIACISIOT JIO-
KaJbHbIE (OPMBI BHYTPH psia, TaKHe KaK KOPOTKHUE
MIUKH, TPOBaJbl U HEOONBIINE NIUKIBI, HE TEepsAs HC-
XOAHBIN curHai Omaronmapst mporryckam cesizu. LSTM
JIOTIOJTHSET 3TO, yNaBiuBas 0ojiee MPOTsHKEHHbIEC 3aBU-
CHMOCTH, CBSI3aHHBIE C CYTOYHOM PUTMUKOW W IUIaB-
HBIMH W3MEHEHWSMH Harpy3ku. B wrore monens mos-
BOJISIET TOJYYHTh JETAIBHOE M II0CIIECIOBATEIbHOE
IpEe/ICTaBICHUE O JAaHHBIX, YTO JejaeT ee Hauboiee
TOIXOIAIIMM BEIOOPOM UTSA 3a/1a4, T/I¢ BAXKHBI MEJIKHUE
kosebaHus 1 OoJiee JNIMHHAS BPEMEHHAS CTPYKTYpA.

ApxutekTypa mpancgopmep (transformer) — 3TO
HelpoceTeBas MoJieNb, NMpu3BaHHas d(dekTrBHEE pe-
maTh 3ajjadd many-to-many (seq2seq) 1o mpeobpaszo-
BAaHMIO OJHOHM IIOCIIEIOBAaTEIBHOCTH B npyryro. CraH-
JapTHasl Moziesb TpaHcopmepa (cM. puc. 1, 8) cocrout
U3 IBYX OJIOKOB: KOAMpOBINWKa (encoder) W aekomu-
poemmmka (decoder) [12]. Ha BX0OJ KOAMPOBINUKY ITO-
CTyNaeT BXOJHAs IOCJIEA0BATEIBHOCTE W3 T TOKEHOB
(cnoB), KaXkKAbIH M3 KOTOPBIX KoAupyercs D-MepHBIM
9MOeIMHrOM, 00y4JaeMbIM BMECTE€ C HAacTpOWKOW ca-
Moii cetu. Ho nHpopManus o pacroioKeHUSIX TOKCHOB
BHYTPH TIOCJICIOBATEIFHOCTH TepsieTcs. YToOBI MomemH
B SIBHOM BHJIE COOOIINTH, KaKHE TOKCHBI IJIe PacIioJia-
Tajich, K SMOENIMHTY KaKIOTO TOKEHa Ha BXOIE
B JICKOJAMPOBIIUK TPHUOABIAETCS SMOCIIMHT TOU JKe
Pa3sMEpHOCTH, KOAMPYIOIINI aOCONMIOTHOE pacIoioxke-
HHe AMOeIuHra. JTO Ha3bIBACTCS IMTO3MIMOHHBIM KO-
JIMpoBaHHeM. BpIxosoM koampoBimka sBisiercst 7' aM-
OeIMHTOB BXOJHBIX 3JIEMEHTOB ITOCIIEA0BATEIEHOCTH,
YTOYHEHHBIX C YYeTOM KOHTEKCTa BCEH IIocienoBa-
TEJILHOCTH.
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IIpoBenenHbIit aHamM3 MoOAENEd TO3BOJIMI BBIJIE-
JMTH JUTA WCCIIEOBAHMS, COBEPIICHCTBOBAHMS, a/laNTa-
IIMM U OLIGHKH TOYHOCTH § METOJOB NPOTHO3HPOBAHUS
(cm. puc. 1, 1-8). OneHKy TOYHOCTH TPOTHO3a SHEPTO-
nmoTpeOIeHNsT Ha OCHOBE BBIOPAaHHBIX METOJIOB Oyiem
OCYILIECTBIISATH C IOMOLIBIO CIEAYIOIUX METPUK:

— cpenHekBaaparnyHas omunbOka (Mean Squared
Error, MSE) — 5T0 cpennee 3HaueHHE KBaJIpaToOB pas-
HOCTEH MeX1y HaOJII0AaeMbIMH 3HaYEHHSIMH Ha Ipak-
THKE U 3HaYECHHSIMH, PEICKa3aHHBIMU MOJIEIIBIO

1 ’

MSE:—Z(% —)Z-j ,
noio

T/ie 7 — YHUCJI0 MPUMEPOB B 00yJaromeil BEIOOPKE; Vi —

(hakTHUECKOE 3HAUCHUE; i — IPOTHO3;

— cpeaHekBajgpaThueckoe oTkiaoHeHne (Root Mean
Squared Error, RMSE) noka3ssiBaet, HacCKOJIbKO B Cpe/l-
HEM OTJIMYAIOTCS NPEACKa3aHHbIE MOJEIbIO 3HAUYCHUS
oT peanbHbIX. RMSE HampsiMyro oTpakaeT BEIHYHHY
OIIMOKY MpeCKa3aHusl B TeX ke eIUHHLAX, YTO U HC-
cnenyembiid iokazatesib. RMSE monesen, korna Hy HO
YMEHBIIUTH OIMIHOKH M OIIEHUTH TOYHOCTH IIPOTHO3HPO-
BaHUS MOJIE/IM B IIOHATHBIX BEJIMYMHAX:

RMSE =+vMSE =

— cpenusisi abcomoTHas ommOka mporro3a (Mean
Absolute Error, MAE) ucnone3yercs Juisi U3MEpeHHs
Cpe/HEH BEJMYMHBI OIMIMOOK MEXIY MpeICKa3aHHBIMU
U (haKTHYECKUMHU 3HAUYCHHAMH. B OTIIMUUE OT METpUK,
KOTOpBIC BO3BOAAT OIIMOKKA B KBajpar (Hampumep,
MSE), MAE oIuHaKOBO YYHTHIBAE€T BCE OLIMOKH, YTO
JIENIaeT € MHTYUTUBHO MOHSATHON M YCTOMYMBOM K BbI-
Opocam:

1 n
MAE:;Z Yi—Wils

i=1

— cpenHsAs aOCONIIOTHAsT TPOICHTHAS OIIMOKA
(Mean Absolute Percentage Error, MAPE) sBnsetcs
MIPOIIEHTHBIM aHAJIOTOM CpeJHe abCONIOTHON OITHO-
ku (MAE) u moka3biBaeT, Ha CKOJIBKO IPOIICHTOB
B CpEHEM IMpeICKa3aHusl MO OTIMYAIOTCS OT pe-
aJBHBIX 3HAYCHMUIA:

MAPE :Mz Yi—Vi|
n ool

Hanpumep, MAE = 87,5 MBT noka3biBaer, uTo
B cpeaHeM Mojenb ommbaercs Ha 87,5 MBT. MAPE =
= 1,92 % o3HauaeT, 4TO B CpeIHEM MOJIEIh OIHOaeTCs
Ha 1,92 %. B pabote [13] ycTaHOBIEHO, YTO TIOKa3aTeNh
MAPE B npenenax 2—4 % sBisieTcs TOMYCTUMBIM Kak
JUTs TOpTroBIIM Ha peiHke OPOM, Tak u 17151 IPOTHO3UPO-
BaHMS DHEPrONOTPEONICHUsI B pacdeTe YCTOHYMBOCTH
9HEPrOCUCTEMBI U IIAHUPOBAHUS CTPOHUTEIIHCTBA HOBBIX
9Heproo0beKToB. B KauectBe Habopa AaHHBIX HCIIONb-
3oBasica garaceT Open Power System Data ¢ mogacoBbl-
MH NOKazatesiMu sHepronotpednenust [14]. Tlpu paz-
paboTKe, TECTUPOBAHHMM, aHAIM3E MOJENCH, a TaKxke
BU3yaIM3aIMH UCIIOJIB30BAIKCH SI3BIK MPOTPaMMUPOBA-
Hus  Python, OubGmmorekn wu (peiimBopku Sklearn,
Statsmodels, Pandas, Plotly, Numpy, Itertools, Tensor-
flow, Xgboost, Torch, Math.

AjanTanusi U OLEHKA TOYHOCTH HNPOTHO3MPO-
BaHHsI MeTOJ0B NPOTrHO3MPOBAHMS IHEPromoTpeod-
JIeHHsI

PaccMoTpuM neTanbHO BBIJETIEHHBIE METOBI MPO-
THO3MPOBAHMS ISl aHAJIM3a BPEMEHHBIX PSJIOB Ha OC-
HOBE JaHHBIX Jaracera 1o sHepromnorpedienuto. Jis
9TOTO CBEJEM B TaOJIMIy PE3yJIbTaThl TECTUPOBAHUS
Mozeneit nporso3uposanus (cM. puc. 1, 1-8) B coot-
BETCTBUM C ONHUCAHHBIMH PaHEe XapaKTePUCTHUKAMH
TOYHOCTH NPOTHO3UPOBAHMS MOJEIEH.

Hrorossie pe3yabTaThl padoThl Moaeeil

The final results of the models' work

Hossums M MSE, MAE, RMSE, MAPE,
B crucKke oneb MBT? MBT MBT %
Moaesei
| I'mbpunnas pexyppentHas cers LSTM-GRU 1 565 464.76 967,09 1251,19 1.86
(cMm. puc. 1, 5)
2 Transformer (ynyunt.) (cMm. puc. 1, 8) 2 038 927,88 1118,52 142791 2,25
3 I'mbpunnas cseprounas cetb (ResNet-LSTM) 2 147 756,50 1 161,02 | 465,52 2.30
(cm. puc. 1,7)
4 Mertopa ciygaiinoro seca (RF) (em. puc. 1, 2) 3 249 246,09 1 302,85 1 802,57 2,62
5 Meron rpamuentHoro Oycrunra (XGBoost) 321142649 1327.25 1 792,05 2.66
(cm. puc. 1, 3)
6 Crekunr (cM. puc. 1, 4) 3480 176,03 1349,36 1 865,52 2,71
7 Transformer (cm. puc. 1, 8) 3492 326,75 142793 1 868,78 2,80
CBepTouHasi CeTh C JIMTEIBHON KpPaTKOCPOY-
8 Hoit namsTbio (CNN LSTM) (em. puc. 1, 6) 4 882 154,95 1 734,98 2 209,56 3,39
9 SARIMA (cwm. puc. 1, 1) 58 538 385,61 6 022,35 7 651,04 12,12
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SARIMA = AR (aBTOperpeccusi, yauTbIBaeT UHEP-
U0 BpeMEeHHOTO psima) + MA (ckonb3siiee cpeaHee,
VYUTBHIBAaET CIy4aiiHbie BBIOpOCH) + I (WHTETpHpoBa-
Hue, paboTta ¢ TpeHA0M) + S (CE30HHOCTD, YUET maTTep-
HoB). MHrterpupoBannas kommnoneHta (I) memaer psn
CTalMOHapHBIM 4epe3 auddepeHumposanue (d (nops-
JIOK Hece30HHOTO T depeHtupoBanus) 1 D (MOpSIoK
CE30HHOTO AU(depeHINPOBaHNs)), YTO KPUTHIHO IS
JaHHBIX C TPEHAAMH (HAIpHUMep, POCT MOTPeOIeHUS 13-

100k

40k
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00:00
Apr 3, 2015

12:00 ©00:00 12:.00

Apr 4, 2015

00:00
Apr S, 2015

3a ypOanmzammu) [15]. ABtroperpeccust (AR) 1 ckoJb-
3stmee cpenree (MA) paboTaroT ¢ HeCe30HHBIMH JIaraMu
1 ommOKaMH, a uX ce3oHHble aHajoru (SAR, SMA) —
C CE30HHBIMH JIaraMH. DTO TO3BOJSET MOJEITHPOBATH
KPaTKOCPOYHBIE IITYMBI W JOJITOCPOYHBIE ITHKIIBI OJTHO-
BpeMmeHHO [16]. Pesynbratel TecroB mogenu SARIMA
Ha UCCJIEIyeMOM JiaTaceTe MPHUBEACHBI B TAOIHIE U HA
puc. 2.

PeanbHble AaHHble = = [IporHo3 SARIMA

12:00 12:00

00:00 00:00
Apr 6, 2015 Apr 7, 2015

Puc. 2. ®parmeHT pe3ynpraToB nporuosa mozxenu SARIMA

Fig. 2. A fragment of the SARIMA model forecast results

Memoo cnyuaiitnozo neca. RF npencrasmisier co-
0oli yHHMBEpCATBHBIH aNTOPUTM MAaIIMHHOTO OO0yde-
HUSI, OCHOBAaHHBIN Ha aHCAMOJIe peIIalomnX AePEBhEB.
OcHoOBHas uaes 3aKII0YaeTCs BO BBEICHUH CITydaifHO-
CTH TIPU MOCTPOCHUU HEKOPPEIHPOBAHHBIX JCPCBHEB.
Cny4ailHOCTh JIOCTHTAeTCs dYepe3 OyTcTpam, Koraa
KaXJI0e JIepeBO oOydaeTcs Ha CIy4allHOW BBIOOpPKE
C TOBTOPEHHSIMH W3 OOY4YAIONIMX IaHHBIX, M Yepe3
CITy4YaifHBI BBHIOOp MPH3HAKOB IPU Pa30HMEHHUU Y3JIOB,
YTO MPEIOTBPAIIACT TOMUHUPOBAHUE OTACIBHBIX IIPH-
3HakoB. OOBEAMHSS MMPOTHO3BI JIEPEBLEB, MOJICIL CHHU-
JKaeT JUCTepCHI0 MW obecrednBaeT Oojiee BBICOKYIO
TOYHOCTB, YEM OT/ENBHOE JIepeBO. AJTOPUTM BKIIOYA-
€T CO3/IaHuE CITyJ9alHBIX BEIOOPOK M3 UCXOIHOTO HabO-
pa TaHHBIX, IOCTPOCHHE JePeBa I KaXKI0H BEIOOPKH,
MOJyYCHHUE MPOTHO30B M arperupoBaHKE PE3yNIbTaTOB
roJIOCOBaHMEM. B oTiiMvue OT OJMHOYHBIX JIEPEBHLEB,
CKJIOHHBIX K mepeoOyuenuto, RF ¢opmupyer Oomnee
ycTodunBy0 U 00oOmaronyto moxaens. RF ycnenHo
TPUMEHSUICS JUIsl MPOTHO3UPOBAHUS BPEMECHHBIX PSIIOB,
BKJIFOUast SHepronotpeoenue [17].

Memoo epaouenmmnozo oycmunza. XGBoost Tak-
JKe SABISIOTCS aHCAMOJEBBIM METOJOM, OCHOBaHHBIM
Ha JiepeBbsAX pemeHnid. OQHAKO OH HCIONB3YeT APY-
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Tyl0 CTpaTeruio, HasbiBaemyro OyctuHr. XGBoost
CTPOUT CHCTEMY TIPEICKa3aTeIFHOTO MOJEIUPOBAHUS
IIyTeM TIOCTENOBATEILHOTO JOOABIEHHUS MPOCTHIX MO-
nened, 0OBIIHO NIePEeBbEB PEIIeHUH, AJIST UCTPaBICHUS
OmuOOK, JOMYIICHHBIX MPEABIIYIIMMUA MOJCIISIMU.
Kaxxnoe HoBoe niepeBo 00ydaeTcst npeJIcKa3blBaTh OCTa-
TOYHBIC OIMIMOKK MPEAbIIYIHX, 3QPEKTUBHO yYach Ha
omuOKax Ui MOBBINICHUS 00Mmel ToyHOCTH. OTIINYu-
TeNbHON 0co0eHHOCThI0 X(GB0OSt ABISIOTCS MPOU3BO-
JUTELHOCTh U onTUMu3ans. KiroueBble 0COOEHHOCTH
BKJIFOYAIOT: BBIMIOJIHEHHE TIOCTPOCHHUS IEPEBBEB Mapall-
JIETTFHO, YTO 3HAYUTEIBHO YCKOPSIET Ipoliecc 00ydeHus
Mozenu; peryispusanuio L1 w L2 s mpenoTBpariie-
HUs Tiepebopa, Jenas Moaenu Oojee 00OOIICHHBIMU;
00paboTky HemocTtaronux AaHHBIX (B XGBoost BcTpo-
€Ha BO3MOXKHOCTh OOpabOTKHM OTCYTCTBYIOIIMX 3Haue-
HUIl B HA0OpE NAHHBIX, YTO YMPOINACT MPEIBAPUTCIIb-
Hyl0 00paOOTKy IaHHBIX); ONTUMH3ALMUIO KO3IIA s
ONTUMAJBHOIO KCIIOJIb30BaHUS AIapPaTHBIX PECYPCOB,
4TO erie OOJIbIIE YBEINYMBACT CKOPOCTh BBIYHCIICHHU.
PesynsraTel TectoB Mozeneit RF u XGBoost Ha uccre-
[yeMOM JaTaceTe TNpHUBEICHBI B Tabimie. OparMeHT
rpaduka mporHo3a rnokasaH Ha puc. 3.
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Puc. 3. ®parment nporuoza RF u XGBoost

Fig. 3. A fragment of the RF and XGBoost forecast

Cmexune nipesicTaBIIsieT co00i MeToz aHcaMOInpo-
BaHUS, B KOTOPOM HECKOJIBKO Mojieniell 00beqUHSIIOTCS
yepe3 Mera-Mozenb. ba3oBble Monenu oOydaroTcs Ha
HCXOJHBIX JAHHBIX U JENAl0T MPOTHO3BI, KOTOPBIE Ipe-
BPAIAfOTCSI B HOBBIC NPH3HAKH, Ha3bIBAEMbIE MeTa-
npu3HaKaMu. Merta-Monens oOydaeTcs Ha 3THUX IpH-
3HaKaX M HCXOAHBIX 3HAYCHUSIX, YTOOBI HAWTH ONTH-
MaJIbHYI0 KOMOHMHAIIMIO TIPOTHO30B M C(HOpMHPOBATH
UTOTOBEIN pe3ynbTaT. [IpmMmep: Tpu Ga30BBIE MOIETH
LR, DT u k-NN ¢opmupyror Mera-npusHaky, GpuHaib-
HOI Mozenblo MoxeT ObiTh Ridge-perpeccusi, koTopas
o0ydaer Beca /Il KaykJI0H MOZIeNy 1o Gpopmyie

P:0,5 .PLR+1’2 'PDT+O’8 .Pk—NN’

rae P — uToroBslil nporuos; Pz — nporuo3 LR; Ppr —
nporao3 DT; Py yy — nporao3 k-NN.
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«HucTBIe MPOrHO3bI) CO3JAI0TCS HA JAHHBIX, HE UC-
TOJIb30BAaHHBIX NpU 00y4eHHH 0a30BBIX MOJeNel, 4To-
051 130ekaTh nepeodyueHust Mera-mMoenu. B paspado-
TaHHOM MoAenu ABa ypoBHA. llepBblli ypOBEHb BKIIIO-
gaer skcreproB: DT, RF m XGBoost anammiupyiot
CJIO’KHBIE HEJMHENHBbIE B3aMMOCBs3U, K-NN wumer wc-
Toprdeckue ananoru, AD ornennBaet anomanuu, LSTM
YUHUTHIBAET BPEMEHHONW KOHTEKCT M JONTOCPOUYHBIE 3a-
BUCUMOCTH. BTOpoli ypoBeHb — 3TO MeTa-MOAENb, KO-
TOpas MOJydaeT MPOTHO3bl BCEX DKCIEPTOB U YUHUTCS
pacrpenensTh JOBEpUE B 3aBUCHUMOCTH OT CHUTYalUH.
WtoroBeiii mporuo3 (opMupyeTrcsi Kak B3BELICHHAS
KOMOUMHAITHSI TPOTHO30B 0a30BBIX MOjeel, odecreydn-
Basi 0oJiee BBICOKYIO TOYHOCTh. CXeMa MO NoKasa-
Ha Ha puc. 4.
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IIporosn
KaXKI0M MOICIIH
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[pescTaBiIeHHs
V [IOJAIOTCS KaK
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Puc. 4. Crexunr. ['uGpumas Mozxens: z(1)™ " — Mera-npu3Hakn

Fig. 4. Stacking. Hybrid model: z()* " — meta-features
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LSTM B KOHTEKCTe CTEKMHTa paboTaeT Kak JKC-
MepT IO JMAOJTOCPOYHBIM M CIIOXKHBIM BpPEMEHHBIM
TpeHnaMm. Mogenb nob6aBiseT B aHcamMOJib mH(OpMa-
LU0, KOTOPYIO JpYyrue MOJIENd 100 HE MOTYT W3-
BJI€YB, MO0 M3BIIEKAIOT Xyke. OTAENHHO AaHHAs MO-
JIellb pacCMOTpeHa paHee. Pe3ynbTaThl TECTOB yCO-
BEPILICHCTBOBAHHOW MOJICNIM CTEKWHIa Ha HCCIEHye-
MOM J[aTaceTe MPUBE/ICHBI B TaOJIHIIE.

B mooenu LSTM-GRU LSTM ortBeuaeT 3a ynas-
JUBAHUE JOJTOCPOYHBIX 3aBUCHMOCTEH, 3alOMHUHAs
KIIIOUeBYI0 MH(GOPMAIMIO HA MPOTSHKEHUH BCEH TMO-

60k
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3ck

co:co 12:00 vo:00 12:00 ou:00
Apr 4,015 apr 5, 2015 Apr 6, 2015

Bpems

cnenoBatenbHOCTH, a GRU (okycupyercs Ha Helas-
HUX HaOIOOCHUAX M HamboJiee 3HAYMMBIX MMPHU3HAKAX,
cxuMasi nHpopMmanuio. B pesympTare Monmens omHO-
BPEMEHHO YYHTHIBACT KaK TIJIOOATbHBIC TEHACHITHH
(monrocpodHbIe MATTEPHBI), TaK U JOKAIbHbBIE Koeba-
HUSI, 4YTO BAXKHO JIsL SHEPronoTpeOyeHus, rae Haoro-
JAIOTCS KaK yCTOWYMBBIE CYTOYHBIC U HEICIbHBIC
LUKJIBI, TAK U KPATKOCPOYHBIC BCIUIECKU. Pe3ynbTaThl
tectoB mogenn LSTM-GRU crekunra npuBeneHbl
B Ta0JHIIe ¥ HA PUC. 5.

—— PeanbHbie JaHHBIC
= ~ IlporHo3
LSTM-GRU

12:00 uo:0o 12:00 ou:o0
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Puc. 5. ®parment nporuosa LSTM-GRU

Fig. 5. Fragment of the LSTM-GRU forecast

Taxast BEICOKasi TOYHOCTh OOYCJIOBIEHa BO MHOTOM
TeM, 9to LSTM ynaBnmBaeT qOATOCPOYHBIE 3aBHCHMO-
CTH: TIOMHHUT Ba)KHYI0 MH(MOpMAIMIO W3 Hadaia 24-va-
COBOTO OKHA; PacMO3HAET CYTOUHBIE MATTEPHBI (HOYHEIC
cmanpl, yTpeHHHE MoabeMbl). B cBoto odepems, GRU
3¢ GEKTUBHO CKUMaeT MH(OPMALUIO: U3BIICKACT HaM-
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Oosiee BaXKHbIE MPU3HAKH U3 BCEHl MOCIIEIOBATEILHOCTH;
(hoxycupyeTcsl Ha TOCIeIHNUX HAOIIOACHUSIX, KOTOPBIC
BaXHBI JIJISI TIPOTHO3a. DTO MOYKHO OOBSICHUTH, €CIIH
BPYYHYIO IPOAHAM3UPOBATh YacTh JaTaceTa, KakK MoKa-
3aHO Ha pHC. 6.
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Puc. 6. [Ipumep py4HOTO aHaIM3a YacTH HabOpa JaHHBIX

Fig. 6. An example of manual analysis of a part of a dataset
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Kak BumHO, B 24-9aCOBOM OKHE MPUCYTCTBYIOT CY-
TOYHBIE TATTEPHBI.

Tubpuonas mooenv LSTM-CNN mipencTaBisieT co-
001 CIOXHYIO CTPYKTYPY, COCTOSIITYIO0 M3 HECKOJIBKUX
cioeB. MoJieslb COCTOMT U3 NOCIENO0BATENBHOIO CTEKa
cioeB. Ha mepBoM srare uCrosib3yercs OJHOMEpHas
CBEpPTOYHAs ceTh ¢ 32 GUIbTpamMu U SIpoM pasmepa 3,
YTO MO3BOJIIET aBTOMATHYECKH H3BJIEKATH JIOKAJIbHbBIE
BpEMEHHbIE 3aKOHOMepHOCcTH. Jlalee TpHUMeEHseTCs
CJIOH, COKpALIAIOIMi BPEMEHHYIO pPa3MEpHOCTh U BBI-
JIENISIONUN HanOosee nHGOpMaTUBHBIC Mpu3HaKkH. 1o-
JMy4eHHas MOCIIEA0BATENIFHOCTh MOCTYIIaeT B PEKyp-

Harpy3ska (MW)

Apr S
2015

Apr 6

Apr 7

pertHbIid cinoit LSTM ¢ 50 CKpBITBIMH COCTOSTHUSIMH,
KOTOPBIH MOJEIHPYET JOITOCPOYHBIE 3aBUCHMOCTH
BpeMEHHOTro pszna. [ms mpenoTsparieHus nepeoOyde-
HUS UCTIOJIB3YETCS MEXaHU3M CIyJaiHOTO OTKIFOUEHUS
yactu BHyTpeHHHX auiemeHToB (0,2). Ha ¢uHansHOM
JTamne npejackazaHue GOpPMHUPYETCs ¢ MOMOILBIO JIMHEH-
HOTO TpeoOpa3oBaTessi, arperupyromero Mnoxy4eHHbIe
NPHU3HAKKM B O/THO BBIXOJHOE 3HaueHue. OOyueHue npo-
BOJMTCS MeTolIoM ontuMmuzaimu Adam c ¢dyHKIme
noreps MSE. Ha puc. 7 nokazan ¢parmeHT nportnosa
LSTM-CNN.

w— PeanbHpic NaHHbBIC
- = [Iporno3
LSTM-CNN

Apr 8 Apr 9

Puc. 7. ®parment rpaduka npornosuposanus Mmogenu LSTM-CNN

Fig. 7. A fragment of the prediction graph of the LSTM-CNN model

bvina paspabomana zubpuonas mooenv ResNet-
LSTM, xotopas o0OBeIWHSET CBEPTOYHBIC OJOKH
C oCTaroyHBIMH cBsa3amu U cior LSTM. Ha Bxon mo-
JTAFOTCS TIOCIICIOBATEIBHOCTH U3 24 MpeIpIIyluX 3Ha-
YEHUIl, KOTOpbIE CHAYala MpoXoIsT yepe3 aBa ResNet-
nojo0HeIx Oioka Convld ¢ akruanumeit ReLU u mpo-
myckamu. Convld — 3T0 ofHOMEpHas CBEpPTKa BIOJb
BPEMEHHOW OCH, KOTOpasl IIO3BOJISIET W3BJIEKATh JIO-
KaJbHBIE CTPYKTYPHI BO BPEMEHHOM DAZE, a MPOIYCKH
COXPAaHSIOT UCXOTHYIO0 HHPOPMAIIHIO U CTAOMITU3UPYIOT
obyuenune. Heo6xoammocTs Hanmams n18yx ResNet 611o0-
KOB 00yCIIOBJIEHa TEM, YTO B HccienoBanusx [ 18] 6110
MTOKa3aHOo, YTO OAWH OJIOK MOXKET MPOITYCTUTD CIIOKHEIE
3aBUCHMOCTH, TPU OJIOKa U OOJIbILE BEIyT K mepeoldy-
YCHUIO Ha HEOONBIIMX JTaHHBIX. TakuMm oOpa3om, oBa
0J0Ka — 3TO ONTHMAIIBHBIA OalaHC JJIsi BPEMEHHBIX
PSIOB, TJie MEPBBIN OJIOK BBIACISIET MPOCTHIC MATTEPHBI
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(TMKH, TIPOBAJIBI), & BTOPOH OJIOK BBINENSAET CIOKHBIE
MaTTepHbl (KOMOWHAIIMY TPOCTHIX MaTTepHOB). [locme
CBEPTOYHOW O0OpabOTKM JaHHBIC MEPECTaBIIOTCS
B (hopMar mociie1oBaTeNbHOCTH U noaaroTes B LSTM,
KOTOPBIH YUUTHIBAET JOJITOCPOYHBIC 3aBUCHMOCTH Bpe-
MeHHoro pspa. Ilocnemnuii ckpsIThii Beixon LSTM
npeoOpa3yeTcsi MOJHOCBA3HBIM CIIOEM B OJIHO 3Haue-
HHE, BOCTIpHHIMaeMoe Kak MporHo3. s Hopmamm3a-
UM JaHHBIX HCTOJNB3yeTcss MeTo] MinMaxScaler, xo-
TOPBIA MacIITabupyeT 3Ha4eHUs B auamna3oH ot 0 mo 1,
YTO TIOMOTAeT YCKOPHUTh OOY4YeHHE M CTaOMIM3UPOBATH
rpaaneHTsl. Takas KOMOMHAIS CBEPTOK M PEKyppEeHT-
HOTO CJIOSl TIO3BOJISIET MOJENH OIHOBPEMEHHO YUHTHI-
BaTh KPATKOCPOYHBIC KOJICOAHUS U OJITOCPOYHEIC TCH-
JICHIIUH B TIOTPeOJIeHUH IeKTpodHeprun. ['paduk mpo-
THO3UPOBaHUS YaCTHYHO MOKA3aH Ha pUC. 8.
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Puc. 8. ®parment rpaduka nporaozupoBanust Mmogenu ResNet-LSTM

Fig. 8. A fragment of the ResNet-LSTM model prediction graph

B mooenu Transformer Ha BXOJ I€KOJUPOBIIUKY
MOAAEeTCsl BBIXOJHAS IOCIIEOBATEILHOCTD, CABUHYTAs
Ha OJIMH TOKEH Hayaja IOCJIe/0BaTeIbHOCTH U 3aBep-
LIEHHAs TOKEHOM KOHIA IIOCJIEA0BATEIBHOCTH C JIO-
MIOJIHEHUEM TOKEHOM 3allOJIHEHMS JUIs BBIpaBHHBAHUS
10 MakcuMallbHOW JuiMHe B MuHHOarde. Ilocienosa-
TENBHOCTH 00padaThIBalOTCA MHHHOAT4aMu. MaKkcH-
MaJlbHas IJIMHa MUHHOaT4Ya 1 onpenensercs Kak

T=max{T|, T,, ... Tp}.

Harpyska (MW)

30k

25Kk

00:00
Apr 3, 2015

12:00 00:00

Apr 4, 2015

12:00 00:00

Apr S, 2015

Bpemst

12:00

Bonee xopoTkHe MocienoBaTeNbHOCTH IIOCIE TO-
KeHa KOHIIa 110CJIeJOBATEIbHOCTH JIOTIONHSIOTCS TOKe-
HOM 3aIlOJIHEHMs, 4TOOBl BCE HMENH OAMHAKOBYIO
JUIMHY JUIsl NapajuieibHol oOpabotku. Koanposiuk
BBIJa€T SMOEIMHT ISl KQXKIO0r0 TOKEHa, K KOTOPOMY
NIPUMEHSETCS IMHEHHBIH CJIOW M (DYHKLMS aKTUBALUH
SoftMax, dhopmupys BEpOATHOCTHOE pacIpeeeHue
CIOB W TO3BOJISISL TPEACKa3aTh CIEAYIOUIee CIIOBO.
PesynbTarel TecTupoBaHus Mozenu Transformer mpwu-
BeJIeHBI B Ta0JIMIIE ¥ HA pHC. 9.

—— Peanbubie JaHHBIC
- = IIporHo3
Transformer

00:00
Apr 6, 2015

12:00 00:00

Apr7,2015

12:00

Puc. 9. ®parment rpaduka nporsosa mozaenu Transformer

Fig. 9. Fragment of the forecast graph of the Transformer model

HecmoTtps Ha To, uTo MAPE, paBHsbrii 2,80 %, Ha
TEKYIUH MOMEHT HE SIBJSIETCS JIYYIIHUM PE3yJIbTaTOM
Cpey BCeX NPOTECTHPOBAHHBIX MOJENeH, ObLIO pe-
IICHO TMOTMBITATHCS YCOBEPIICHCTBOBATh JNAHHYI) MO-
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nenb Tpancdopmepa [19, 20].

Yayuwennaa mooenv Transformer Ovina peanmso-
BaHa B COOTBETCTBUH C PEKOMEHAALMSIMH M3 JPYTHX I10-
XOKuXx uccnenoBanuii [19, 20], a Takxke Ha OCHOBE BBIBO-
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JIOB, CIEAHHBIX OJIaromapst TAKMM CpPeICTBaM HHTEpIIpe-
Tarmu paboThl HeWpoceTel 1 aHATMTHKH, Kak SHAP.
PasmepHOCTh MONIENM yBenmdeHa ¢ 32 mo 64, 4To
MIO3BOJISIET CKPBITHIM COCTOSIHMSIM JIydIle KOTUPOBAThH
cokHBIe aTTepHbL. KomnmdaecTBo ciioeB Tpanchopmepa
YBEIMYEHO C 2 10 3, Termeph MOJECIb MOXKET U3BJICKAThH
OoJiee CIOXKHBIC HEPApXUUCCKHE 3aBUCUMOCTH. Pa3mep
ckpeitoro cnost FFN (Feed Forward Network) pacin-
peH ¢ 64 10 256, 3TO MOBBICWIIO CIIOCOOHOCTh K HEJIH-
HEHHBIM TIpeoOpa3oBaHusM. J[0OaBIICHBI METOMBI PEry-
JISpU3alMu M onTUMM3anuu, a Takxke Layer Norma-
lization, xKoTopas KOHTPOJIUPYET MacmTad aKkTHBALWH
U CHIKAeT BHYTPEHHUU CIBUT pacnpezeneHuid. s
crabunmu3anuu 00ydYeHHsI HCIIONIB3YEeTCsS OTPaHUYICHUE

Harpy3ska (MW)

12:00 00:00 12:00 00:00
Apr 5, 2015 Apr 6, 2015

00:00
Apr 4, 2015

Bpewms

BEJIMYMHBI TpaareHToB (gradient clipping), 4To mpenot-
BpalaeT ux pe3kui poct. MHumanmuszamnus BeCOB BbI-
TIOJTHEHA METOJIOM Xavier, 00eCTIeYUBAIOIINM TTPABHIIb-
HBIA MacmTad HaYaJbHBIX 3HAYEHWH U YCKOPSIOIINM
cxogumocts. OyHkuusa aktuBaiu ReLU 3amenena Ha
GELU, kotopast 00ecrieurBaeT IIaBHyI0 HETMHEHHOCTb
U OoJyiee TOYHYIO Meperady TPajrueHTOB, MPUOIMKASICH
K moBesieHHI0 dropout, TEXHUKH, KOTOpas CITy4aiiHBIM
00pa3oM «OTKIIFOYAET» YacTh HEHPOHOB BO BpeMs 00y-
YeHUs, YTOOBI MOJICITh He mepeodyyanack. Kak BumHO u3
METPHK, BHECEHHbBIC W3MEHEHHUS TTOJIOKUTEIBHO MOBIIH-
ST Ha TOYHOCTH MporHo3a. Ha puc. 10 moka3ana gactb
rpaduka MpOrHO3UPOBAHUS OOHOBICHHOM MOJICTIH.

—— Peanbuble nanHbIe
= = Ilporno3
Transformer

12:00

00:00 00:00
Apr 7, 2015 Apr 8, 2015

Puc. 10. ®parment rpaduka nporHosa yimydnieHHoH Monenu Transformer

Fig. 10. A fragment of the forecast graph of the improved Transformer model

CoOBOKyIHOE CpaBHEHHE METPHUK BCEX HCCIIE0-
BaHHBIX MOJIEJIeil, OTCOPTHPOBAHHOE OT JIYYIIUX MOKa-
3areneil K XyAmIuM, MpUBeAcHA B Tabmmie. Mojgenn
LSTM-GRU mnoka3zana Hawiydiide pe3yabTaThl, 3TO
MOJKHO OOBSICHUTH TeM, YTO OHa OOBETUHSET JBa pe-
KyppeHTHBIX MexaHm3ma — LSTM (3amomuHaeT moJi-
rocpounsie 3aBucumoctn) 1 GRU (paGotaer ObicTpee
U yCTOWYHBEE), TOr/Ia KaK JaTaceT UMEET SPKO BhIpa-
KCHHYI0 CYTOYHYK) M HEJICIBbHYI [UKINYHOCTb,
a TaKXKe IUIABHBIC MEPEX0Jbl — UMEHHO TO, TJIe PEKyp-
PEHTHBIC CETH CUJIBHBI, M3-32 Y€r0 CETh ONTHMAJIBHO
yIABJIMBACT CTPYKTYPY BPEMEHHOIO psifia M HE mepe-
o0y4aetcs. B kauecTBe ynydlieHHss MOXKHO NPOTECTH-
poBaTh pa3HOE YKCIO MPEIbIAYIIUX BPEMEHHbBIX Ila-
rOB, KOTOpBIE MOJAIOTCSl HA BXOJ MOJENHU VIS Tpef-
CKa3aHMs CIIEIyIONIero 3HadeHws, Hampumep 12, 24,
48, 72 BpeMeHHBIX Imara (T. €. TIOJCYTOK, CYTKH, JIBOE
CYTOK, TPOE CYTOK), T00aBUTh aBTOMAaTHYECKYIO OCTa-
HOBKY, €CJIH TOYHOCTh Ha BAJUJAIMOHHOU BBIOOpPKE
MepecTaeT yayqIaTbCs.

3akiaouenue
Bbutn paccMOTpeHsI IPOOJICMBI aKTYaILHOCTH TIPO-
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THO3UPOBAHMS JHEPrONOTpPeOIeHHs B KOHTEKCTE TOp-
TOBJIM Ha ONTOBOM DPBHIHKE W HMPOEKTHPOBAHHH IHEPrO-
cHaOxeHus. Ha ocHOBe mpoBeeHHOTO TITyOOKOTro aHa-
JIF3a MOJIeNIell M METOJJ0B MPOTHO3UPOBAHMUS YHEPrOIO-
TpebieHus: Oblta omnpeneneHa 3Q(GEeKTHBHOCTL TEX WIIN
WHBIX MOJIENIC M METOJOB, AaHBl OOBSICHEHHS IIOJY-
YCHHBIX PE3YJBTATOB, OIMKCAHBI MPECUMYILNECTBA U BBI-
SIBJICHBI HEJJOCTATKU HCCICIOBAHHBIX IMOIXOJOB, JaHEI
PEKOMEHIAIUH TI0 YITYYIICHUIO PE3YJIbTATOB.
IIpoBeneHHOE MCCIICAOBAHUE HE TOJIBKO MO3BOIHIIO
onpenenuts Hanbonee 3(QPCKTUBHBIC MOIXOIBI JUIS
KPaTKOCPOYHOTO TMPOTHO3MPOBAHUS 3HEPromnorpeodie-
HUS, HO ¥ BBIIBIJIO HAIPABJICHHUS, B KOTOPHIX 3TH MO-
JIETT MOTYT Pa3BHBATHCS JAlbIle. DKCIIEPUMEHTHI TO-
Ka3alu, 4TO JakKe XOpOIIO 3apeKOMEHOBABINNE ceOs
apxXuTeKTyphl, Takue kak Transformer m ResNet, qyB-
CTBHUTENBHBI K MOAOOPY THIIEpIIapaMeTPOB M KaueCTBY
NpeIBapPUTEIIHLHON 00paOOTKH JaHHBIX. DTO O3HAYACT,
YTO JAIBHCUIIeE IIOBBIINICHHE TOYHOCTH BO3MOXHO
HE TOJIBKO 3a CUET YCIOXHEHHS MOJeJeH, HO U Ojaro-
nmaps Oojice TOHKOW HACTPOWKE WX CTPYKTYpPBI, KOp-
PEKTHOMY BBIOOPY pa3Mepa BXOJHOIO OKHA, MPHUMEHE-
HUIO peryispu3aluu W onTumusanuu. Kpome Toro,
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KOM6I/IHI/IpOBaHI/Ie Moaeneﬁ Pa3IMYHbIX THUIIOB, KakK
NpoAEMOHCTPUPOBAIN I‘I/I6pI/I,HHI)Ie noaxoabl, MOXKET
JaThb ﬂOHOHHHTeHLHLIﬁ NpUPOCT TOYHOCTHU, YTO ACIACT
,uanLHeI‘/'[mee pa3BUTHUE T’ I/I6pI/I[[HI)IX MoAXO0A0B IMEPCIICK-

TUBHBIM HATpaBlicHHEM. B 3ajade MporHO3MpOBaHUS
SHEPromoTpeONCHNsT BaXKHO KOPPEKTHOE COYETaHUE
METOJIOB M ajanTanus MoJAeNeil Moja CTPYKTypy HaH-
HBIX JUISI JOCTHKEHHMS BEICOKOM TOYHOCTH.
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